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USA
Million: 106

Billion: 109

Trillion: 1012 =1’000’000’000’000

GPT-4:      1’700’000’000’000 =
1.7x1012 Parameters

P.S.:
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Million: 106

Milliarde:109

Billion: 1012 =1’000’000’000’000

Billiarde: 1015

Trillion: 1018

.
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Summer of 1956 – the term "Artificial Intelligence" is born
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http://jmc.stanford.edu/articles/dartmouth/dartmouth.pdf
https://www.cantorsparadise.com/the-birthplace-of-ai-9ab7d4e5fb00


Summer of 1956 – the term "Artificial Intelligence" is born
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1937: A founder of modern computers
• Electronic circuits can be used to 

implement Boolean Algebra

1939-45: A founder of modern cryptography
• “A Mathematical Theory of 

Cryptography“

1948: A founder of information theory
• “A Mathematical Theory of 

Communication”

1956: A founder of artificial intelligence
• Theseus was the first electrical 

device to learn by trial and error, 
being one of the first examples of 
artificial intelligence

http://jmc.stanford.edu/articles/dartmouth/dartmouth.pdf


Age of AI 

• We are entering the Age of AI

• Comparable in its effects only to the introduction of

− Fire

− Agriculture

− Electricity

• Decisions, Decisions, Decisions …

• In the age of AI, computers make decisions for and about us every day

− Work: HR Analytics

− Love: Tinder

− Entertainment: YouTube Video

− Finances: Credit Card Approval

− And many more …
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Data

• Data is fundamental to AI, but what kind of 

data is there and where does it come from?

• IT systems

− Books

− Wikipedia

− The Internet

− Medical records

− Credit cards

− Access cards

− Browser history …

• Dedicated sensors

− Cameras

− Microphones

− Pressure sensors

− IMU

− LIDAR

− RADAR

− And many more …
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Data & Computing

• DGX-2 Deep Learning Supercomputer

− 2 Petaflops (2e15) per second

− Earth: 8e9 people

− 2e15/8e9=1/4e6= 250’000 flops/person per second
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Data & Computing x 16

• DGX H200 Deep Learning Supercomputer

− 32 Petaflops (25e15) per second

− Earth: 8e9 people

− 25e15/8e9=4e6= 4’000’000 flops/person per second
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Data & Computing & Algorithms

[input]

[input, 

output]

[input, 

delayed output,

grade for this delayed output ]

[What kind of data?]
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Supervised Machine Learning

• In AI, there is a recurring theme:

− Examples (training data) are used to teach a computer a pattern 

between input data and output data

− The computer then generalizes this pattern to make reasonable 

decisions (similar to the examples) in new situations (test data)

• This is supervised machine learning and the most successful 

application of AI
The computer develops an

intuition for the situation

This is similar to a human, but 

humans need fewer examples
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Supervised Machine Learning

• The output of an AI system is usually not

a simple decision in terms of YES or NO

− AI estimates probabilities from example data, which 

decision to make, a human must influence the final 

decision by setting the cost of those decisions

For a measured temperature, 

is this person

healthy or sick?

AI

Data & Costs

Temperature →
→ healthy?

→ sick?
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Supervised Machine Learning

• A simple example

− Based on the temperature, the AI estimates the 

probability whether a person is healthy or sick

P(healthy|temperature) 

Note:

P(sick|temperature) = 1-P(healthy|temperature)

− For this crucial estimation, data from the past 

(examples, also called training data) 

are used, where doctors have made this decision

ICAI Interdisciplinary Center for Artificial Intelligence14



Supervised Machine Learning

• Training data: 

• Measurement: Temperature T in Celsius

• Decision: healthy or sick

• Cost of the decision:

− More to this later

Person # Temperature [C]

Doctor decision

[healthy] [sick]

1 37.1 healthy

2 36.9 healthy

3 39.4 sick

4 40.1 sick

5 38.2 healthy

6 36.9 healthy

… … …

100'000 41.2 sick

Truth!

healthy! sick!

AI?

healthy? C_HH=0 C_HS=1

sick? C_SH=1 C_SS=0

ICAI Interdisciplinary Center for Artificial Intelligence15



Supervised Machine Learning

• Training data (examples):

• Training data (examples) where doctors 

made the decisions (healthy or sick)

• This is the entire knowledge of the AI

Create a 2D 

Histogramm 

Temperature #healthy #sick

35.75 229 0

36.00 676 0

36.25 1910 0

36.50 4314 1

36.75 8253 1

37.00 12356 3

37.25 15542 2

37.50 15812 4

37.75 13209 13

38.00 9119 32

38.25 5044 76

38.50 2261 120

38.75 850 232

39.00 271 352

39.25 65 485

39.50 9 664

39.75 1 882

40.00 0 964

40.25 0 1111

40.50 0 1154

40.75 0 1004

41.00 0 845

41.25 0 733

41.50 0 544

41.75 0 360

42.00 0 211

42.25 0 153

42.50 0 82

42.75 0 28

43.00 0 23

Person # Temperature [C]

Decision

[healthy] [sick]

1 37.1 healthy

2 36.9 healthy

3 39.4 sick

4 40.1 sick

5 38.2 healthy

6 36.9 healthy

… … …

100'000 41.2 sick
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Supervised Machine Learning

• Optimal decisions making

• A reasonable goal is to make as few mistakes as possible

• Bayes’ rule

− For a measured temperature, estimate (based on the training data) 

the probabilities that the person is healthy or sick

− P(healthy|temperature)

− P(sick|temperature) = 1-P(healthy|temperature)

Decide healthy, if P(healthy|temperature) > ½ 

otherwise decide sick, since then P(sick|temperature) > ½

→On average, this is how the fewest mistakes are made

ICAI Interdisciplinary Center for Artificial Intelligence17



Supervised 

Machine Learning

 

• Where each row in the histogram table corresponds to a given temperature 

− Thus, P(healthy|temperature) can be calculated per temperature (row)

 

    

Temperature #healthy #sick
P(healthy|temperature)=

#healthy/(#healthy+#sick)

35.75 229 0 1.00

36.00 676 0 1.00

36.25 1910 0 1.00

36.50 4314 1 1.00

36.75 8253 1 1.00

37.00 12356 3 1.00

37.25 15542 2 1.00

37.50 15812 4 1.00

37.75 13209 13 1.00

38.00 9119 32 1.00

38.25 5044 76 0.99

38.50 2261 120 0.95

38.75 850 232 850/(850+232)=0.79

39.00 271 352 0.43

39.25 65 485 0.12

39.50 9 664 0.01

39.75 1 882 0.00

40.00 0 964 0.00

40.25 0 1111 0.00

40.50 0 1154 0.00

40.75 0 1004 0.00

41.00 0 845 0.00

41.25 0 733 0.00

41.50 0 544 0.00

41.75 0 360 0.00

42.00 0 211 0.00

42.25 0 153 0.00

42.50 0 82 0.00

42.75 0 28 0.00

43.00 0 23 0.00

P(healthy|temperature) =
(#healthy|temperature)

(#healthy|temperature) + (#sick|temperature) 

Key question:

How is P(healthy|temperature) 

estimated from the training data?

training data

ICAI Interdisciplinary Center for Artificial Intelligence18



Supervised Machine Learning

• Optimal decision

• After measuring the temperature, find P(healthy|temperature) in the 

table (temperature indicates the row) and 

decide healthy if P(healthy|temperature) > ½  

→ Take the option with the greatest probability

Makes on average

the fewest mistakes

Decision is purely

data driven!

If the data changes,

the decision changes
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P(healthy|temperature) 

P(sick|temperature) 

Temperature #healthy #sick
P(healthy|temperature)=

#healthy/(#healthy+#sick)

35.75 229 0 1.00

36.00 676 0 1.00

36.25 1910 0 1.00

36.50 4314 1 1.00

36.75 8253 1 1.00

37.00 12356 3 1.00

37.25 15542 2 1.00

37.50 15812 4 1.00

37.75 13209 13 1.00

38.00 9119 32 1.00

38.25 5044 76 0.99

38.50 2261 120 0.95

38.75 850 232 0.79

39.00 271 352 0.43

39.25 65 485 0.12

39.50 9 664 0.01

39.75 1 882 0.00

40.00 0 964 0.00

40.25 0 1111 0.00

40.50 0 1154 0.00

40.75 0 1004 0.00

41.00 0 845 0.00

41.25 0 733 0.00

41.50 0 544 0.00

41.75 0 360 0.00

42.00 0 211 0.00

42.25 0 153 0.00

42.50 0 82 0.00

42.75 0 28 0.00

43.00 0 23 0.00
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Supervised Machine Learning

• Decision by risk minimization

→ Take the smallest risk

Risk(healthy?|temperature) = C_HH*P(healthy!|temperature)+C_HS*P(sick!|temperature) = 1*P(sick!|temperature)

Risk(sick?|temperature) = C_SH*P(healthy!|temperature)+C_SS*P(sick!|temperature) = 1*P(healthy!|temperature)
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Truth!

healthy! sick!

AI?

healthy? C_HH=0 C_HS=1

sick? C_SH=1 C_SS=0
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• Decision by risk minimization

→ Take the smallest risk

Risk(healthy?|temperature) = C_HH*P(healthy!|temperature)+C_HS*P(sick!|temperature) = 10*P(sick!|temperature)

Risk(sick?|temperature) = C_SH*P(healthy!|temperature)+C_SS*P(sick!|temperature) = 1*P(healthy!|temperature)

R(sick?|temperature)

stayed the same!

Supervised Machine Learning
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Truth!

healthy! sick!

AI?

healthy? C_HH=0 C_HS=10

sick? C_SH=1 C_SS=0
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R(healthy?|temperature)

increased by a factor

of 10!
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What is a language model?

• A model, which calculates P(current word | previous words)

• This is the probability of a current word, given a sequence of previous words (this is called the "context")

• For example:  

P(“meal” | “This was a nice”) = high

P(“silly”   | “This was a nice”) = low

• Optimal decision making according to Bayes

• For every possible current word (“meal” or “silly”) for a given sequence of previous words

(“This was a nice”), the language model estimates the probability of the possible current word

− If the goal is, on average to make as few mistakes as possible, 

then the most probable current word should be used

Supervised Machine Learning – an important example:

22
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What is a language model?

• Supervised Learning: Examples (training data) are 

used to teach a computer a pattern 

between input data and output data

• Here, the input data is the “first word” 

and 

the output data is the “second word”

• Training data is needed to estimate the probabilities

• For language models, take a large body of text and use it to 

estimate P(first word AND second word)

Supervised Machine Learning

23

P(“second word”=“meal”

AND 

“first word” = “nice”)

input data is “nice”

output data is “meal”
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What is a language model?

Training data for the upcoming simple example:

001) The dog jumped over the fox
002) The dog jumped over the fox
003) The dog jumped over the fox
004) The dog jumped over the fox
005) The dog jumped over the fox

.

.

.

096) The dog jumped over the fox
097) The dog jumped over the fox
098) The dog jumped over the fox
099) The dog jumped over the fox
100) The dog jumped over the fox

Supervised Machine Learning

24

The large body of text analyzed

is simple the sentence:

"The dog jumped over the fox" 

repeated 100 times ☺

Note that only five words are the dictionary

The, Dog, Jumped, Over, Fox

→ Not a realistic example
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What is a language model?

• We use the training data to fill the frequency table, 

describing the statistical relationship between “first word” and “second word”

Supervised Machine Learning

25

second word

occurrences The Dog Jumped Over Fox Total

fi
rs

t 
w

o
rd

The 0 100 0 0 100 200

Dog 0 0 100 0 0 100

Jumped 0 0 0 100 0 100

Over 100 0 0 0 0 100

Fox 0 0 0 0 0 0

Total 100 100 100 100 100 500

Frequency (first word AND second word) 

001) The dog jumped over the fox

002) The dog jumped over the fox

003) The dog jumped over the fox

004) The dog jumped over the fox

005) The dog jumped over the fox

.

096) The dog jumped over the fox

097) The dog jumped over the fox

098) The dog jumped over the fox

099) The dog jumped over the fox

100) The dog jumped over the fox
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What is a language model?

• We use the frequency table to estimate the joint probabilities, i.e., 

describing the statistical relationship between “first word” and “second word”

Supervised Machine Learning

26

second word

The Dog Jumped Over Fox P(first word)

fi
rs

t 
w

o
rd

The 0 100/500 0 0 100/500 200/500

Dog 0 0 100/500 0 0 100/500

Jumped 0 0 0 100/500 0 100/500

Over 100/500 0 0 0 0 100/500

Fox 0 0 0 0 0 0

P(second word) 100/500 100/500 100/500 100/500 100/500 500/500

P(first word AND second word) 

001) The dog jumped over the fox

002) The dog jumped over the fox

003) The dog jumped over the fox

004) The dog jumped over the fox

005) The dog jumped over the fox

.

096) The dog jumped over the fox

097) The dog jumped over the fox

098) The dog jumped over the fox

099) The dog jumped over the fox

100) The dog jumped over the fox
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What is a language model?

• We use the frequency table to estimate the joint probabilities, i.e., 

describing the statistical relationship between “first word” and “second word”

Supervised Machine Learning
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second word

The Dog Jumped Over Fox P(first word)

fi
rs

t 
w

o
rd

The 0 0.2 0 0 0.2 0.4

Dog 0 0 0.2 0 0 0.2

Jumped 0 0 0 0.2 0 0.2

Over 0.2 0 0 0 0.2 0.2

Fox 0 0 0 0 0 0

P(second word) 0.2 0.2 0.2 0.2 0.2 1

001) The dog jumped over the fox

002) The dog jumped over the fox

003) The dog jumped over the fox

004) The dog jumped over the fox

005) The dog jumped over the fox

.

096) The dog jumped over the fox

097) The dog jumped over the fox

098) The dog jumped over the fox

099) The dog jumped over the fox

100) The dog jumped over the fox

P(first word AND second word) 



What is a language model?

• A model, which calculates P(word | previous words)

• Now we can let the model predict the next word! 

• Let's say the first word is Dog

Supervised Machine Learning
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second word

The Dog Jumped Over Fox P(first word)

fi
rs

t 
w

o
rd

The 0 0.2 0 0 0.2 0.4

Dog 0 0 0.2 0 0 0.2

Jumped 0 0 0 0.2 0 0.2

Over 0 0 0 0 0.2 0.2

Fox 0 0 0 0 0 0

P(second word) 0 0.2 0.2 0.2 0.4 1

001) The dog jumped over the fox

002) The dog jumped over the fox

003) The dog jumped over the fox

004) The dog jumped over the fox

005) The dog jumped over the fox

.

096) The dog jumped over the fox

097) The dog jumped over the fox

098) The dog jumped over the fox

099) The dog jumped over the fox

100) The dog jumped over the fox

P(first word AND second word) 

P(second word=Jumped | first word=Dog) = P(second word=Jumped AND first word=Dog)/P(first word=Dog) = 0.2/0.2= 1 



What is a language model?

• A model, which calculates P(word | previous words)

• Now we can let the model predict the next word! 

• Let's say the first word is Dog

Supervised Machine Learning
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second word

probabilities The Dog Jumped Over Fox

fi
rs

t 
w

o
rd

The

Dog 0 0 1 0 0

Jumped

Over

Fox

P(second word | first word=DOG) 

001) The dog jumped over the fox

002) The dog jumped over the fox

003) The dog jumped over the fox

004) The dog jumped over the fox

005) The dog jumped over the fox

.

096) The dog jumped over the fox

097) The dog jumped over the fox

098) The dog jumped over the fox

099) The dog jumped over the fox

100) The dog jumped over the fox

ICAI Interdisciplinary Center for Artificial Intelligence 
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What is a language model?

• A model, which calculates P(word | previous words)

• Now we can let the model predict the next word! Let's say the first word is Dog

− Hence, we can calculate P(second word | first word = Dog), which is shown below, a function of "second word"

− Optimal Bayes’ decision implies, that the second word must be Jumped

Supervised Machine Learning
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second word

probabilities The Dog Jumped Over Fox

fi
rs

t 
w

o
rd

The

Dog 0 0 1 0 0

Jumped

Over

Fox

001) The dog jumped over the fox

002) The dog jumped over the fox

003) The dog jumped over the fox

004) The dog jumped over the fox

005) The dog jumped over the fox

.

096) The dog jumped over the fox

097) The dog jumped over the fox

098) The dog jumped over the fox

099) The dog jumped over the fox

100) The dog jumped over the fox
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What is a language model?

• A model, which calculates P(word | previous words)

• Now we can let the model predict the next word! Let's say the first word is The

− Hence, only that row of the frequency table is needed

Supervised Machine Learning
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second word

occurrences The Dog Jumped Over Fox Total

fi
rs

t 
w

o
rd

The 0 100 0 0 100 200

Dog

Jumped

Over

Fox

001) The dog jumped over the fox

002) The dog jumped over the fox

003) The dog jumped over the fox

004) The dog jumped over the fox

005) The dog jumped over the fox

.

096) The dog jumped over the fox

097) The dog jumped over the fox

098) The dog jumped over the fox

099) The dog jumped over the fox

100) The dog jumped over the fox
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What is a language model?

• A model, which calculates P(word | previous words)

• Now we can let the model predict the next word! Let's say the first word is The

− Hence, we can calculate P(word | first word = The), which is shown below, this is a function of "second word"

− Here Bayes' rule implies, that the second word must be either Dog or Fox, both have a probability of 50%

Supervised Machine Learning
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second word

probabilities The Dog Jumped Over Fox

fi
rs

t 
w

o
rd

The 0 0.5 0 0 0.5

Dog

Jumped

Over

Fox

001) The dog jumped over the fox

002) The dog jumped over the fox

003) The dog jumped over the fox

004) The dog jumped over the fox

005) The dog jumped over the fox

.

096) The dog jumped over the fox

097) The dog jumped over the fox

098) The dog jumped over the fox

099) The dog jumped over the fox

100) The dog jumped over the fox



ICAI Interdisciplinary Center for Artificial Intelligence 

What is a language model?

• A model, which calculates P(word | previous words)

• In general, the probabilities would look more like this, i.e., not so clear which is the best choice

− One option is to simply pick the most probable one, this follows Bayes' rule → Dog

Supervised Machine Learning

33

second word

probabilities The Dog Jumped Over Fox

fi
rs

t 
w

o
rd

The 0.0 0.4 0.2 0.1 0.3

Dog

Jumped

Over

Fox

Let's say the first word is The
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What is a language model?

• A model, which calculates P(word | previous words)

• In general, the probabilities would look more like this, 

i.e., not so clear which is the best choice

− Bayes' rule results in boring texts, so maybe it would be 

more interesting, to take Dog in 40% of the cases and Fox 

in 30% of all cases and so on

− Hence the words would be generated with the same 

frequency as they occur in the training text

Generative AI

− This can easily be achieved, as it is shown on the right:

− All you need is a die with 100 equal sides  →

Supervised Machine Learning

34

The Dog Jumped Over Fox

0.0 0.4 0.2 0.1 0.3

Dog=0.4 Jumped=0.2 Over=0.1 Fox=0.3

1          10 11             20 21            30 31            40 41            50 51            60 61            70 71          80 81            90 91          100

Let's say the first word is The
R

o
ll o

u
t th

e
 p

ro
b

a
b

ilitie
s
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What is a language model?

• A model, which calculates P(word | context)

• The role of the Temperature T

− The idea is, that higher temperature makes the choices more similar in probability

− This called the high entropy state, i.e., there is a high uncertainty about the next word

− Lower temperature makes the choices less similar in probability

− This is called the low entropy state, i.e., there is little uncertainty about the next word

− For T=0, this is Bayes’ rule, for T=∞, this makes all words equally likely

Supervised Machine Learning
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𝑃(𝑇ℎ𝑒|𝐶𝑜𝑛𝑡𝑒𝑥𝑡) 𝑃(𝐷𝑜𝑔|𝐶𝑜𝑛𝑡𝑒𝑥𝑡) 𝑃(𝐽𝑢𝑚𝑝𝑒𝑑|𝐶𝑜𝑛𝑡𝑒𝑥𝑡) 𝑃(𝑂𝑣𝑒𝑟|𝐶𝑜𝑛𝑡𝑒𝑥𝑡) 𝑃(𝐹𝑜𝑥|𝐶𝑜𝑛𝑡𝑒𝑥𝑡)

0.0 0.4 0.2 0.1 0.3

𝑃𝑇 𝐷𝑜𝑔 𝐶𝑜𝑛𝑡𝑒𝑥𝑡 =
𝑒

𝑃(𝐷𝑜𝑔|𝐶𝑜𝑛𝑡𝑒𝑥𝑡)
𝑇

𝑒
𝑃(𝑇ℎ𝑒|𝐶𝑜𝑛𝑡𝑒𝑥𝑡)

𝑇 + 𝑒
𝑃(𝐷𝑜𝑔|𝐶𝑜𝑛𝑡𝑒𝑥𝑡)

𝑇 + 𝑒
𝑃(𝐽𝑢𝑚𝑝𝑒𝑑|𝐶𝑜𝑛𝑡𝑒𝑥𝑡)

𝑇 + 𝑒
𝑃(𝑂𝑣𝑒𝑟|𝐶𝑜𝑛𝑡𝑒𝑥𝑡)

𝑇 + 𝑒
𝑃(𝐹𝑜𝑥|𝐶𝑜𝑛𝑡𝑒𝑥𝑡)

𝑇
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𝑃(𝑇ℎ𝑒|𝐶𝑜𝑛𝑡𝑒𝑥𝑡) 𝑃(𝐷𝑜𝑔|𝐶𝑜𝑛𝑡𝑒𝑥𝑡) 𝑃(𝐽𝑢𝑚𝑝𝑒𝑑|𝐶𝑜𝑛𝑡𝑒𝑥𝑡) 𝑃(𝑂𝑣𝑒𝑟|𝐶𝑜𝑛𝑡𝑒𝑥𝑡) 𝑃(𝐹𝑜𝑥|𝐶𝑜𝑛𝑡𝑒𝑥𝑡)
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0 0 1 0 0 0

0.1668 0.0431 0.4746 0.1431 0.0786 0.2606

0.2783 0.0860 0.3619 0.1764 0.1231 0.2526

0.4642 0.1241 0.2939 0.1910 0.1540 0.2369

0.7743 0.1519 0.2547 0.1967 0.1729 0.2238

1.2915 0.1703 0.2321 0.1988 0.1840 0.2148

2.1544 0.1819 0.2190 0.1996 0.1905 0.2091

3.5938 0.1890 0.2113 0.1998 0.1944 0.2055

5.9948 0.1934 0.2067 0.1999 0.1966 0.2033

∞ 0.2 0.2 0.2 0.2 0.2
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𝑇

𝑒
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𝑃(𝐹𝑜𝑥|𝐶𝑜𝑛𝑡𝑒𝑥𝑡)

𝑇
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What is a language model?

• A model, which calculates P(word | previous words)

• Now let's use two previous words as the context

− A large body of text is analyzed and the number of occurrences of each word sequence of length 3 (3-gram) is 

recorded

third word = The

Supervised Machine Learning
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third word = 

The 
second word

occurrences The Dog Jumped Over Fox Total

fi
rs

t 
w

o
rd

The 0 0 0 0 0 0

Dog 0 0 0 0 0 0

Jumped 0 0 0 0 0 0

Over 0 0 0 0 0 0

Fox 0 0 0 0 0 0

Total 0 0 0 0 0 0

third word = 

The 
second word

occurrences The Dog Jumped Over Fox Total

fi
rs

t 
w

o
rd

The 0 0 0 0 0 0

Dog 0 0 0 0 0 0

Jumped 0 0 0 0 0 0

Over 0 0 0 0 0 0

Fox 0 0 0 0 0 0

Total 0 0 0 0 0 0

third word = 

The 
second word

occurrences The Dog Jumped Over Fox Total

fi
rs

t 
w

o
rd

The 0 0 0 0 0 0

Dog 0 0 0 0 0 0

Jumped 0 0 0 0 0 0

Over 0 0 0 0 0 0

Fox 0 0 0 0 0 0

Total 0 0 0 0 0 0

third word = 

The 
second word

occurrences The Dog Jumped Over Fox Total

fi
rs

t 
w

o
rd

The 0 0 0 0 0 0

Dog 0 0 0 0 0 0

Jumped 0 0 0 0 0 0

Over 0 0 0 0 0 0

Fox 0 0 0 0 0 0

Total 0 0 0 0 0 0

third word = 

The 
second word

occurrences The Dog Jumped Over Fox Total

fi
rs

t 
w

o
rd

The 0 0 0 0 0 0

Dog 0 0 0 0 0 0

Jumped 0 0 0 100 0 100

Over 0 0 0 0 0 0

Fox 0 0 0 0 0 0

Total 0 0 0 100 0 0

001) The dog jumped over the fox

002) The dog jumped over the fox

003) The dog jumped over the fox

004) The dog jumped over the fox

005) The dog jumped over the fox

.

096) The dog jumped over the fox

097) The dog jumped over the fox

098) The dog jumped over the fox

099) The dog jumped over the fox

100) The dog jumped over the fox
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What is a language model?

• A model, which calculates P(word | previous words)

• Now let's use two previous words as the context

− A large body of text is analyzed and the number of occurrences of each word sequence of length 3 (3-gram) is 

recorded

third word = Dog

Supervised Machine Learning
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third word = 

The 
second word

occurrences The Dog Jumped Over Fox Total

fi
rs

t 
w

o
rd

The 0 0 0 0 0 0

Dog 0 0 0 0 0 0

Jumped 0 0 0 0 0 0

Over 0 0 0 0 0 0

Fox 0 0 0 0 0 0

Total 0 0 0 0 0 0

third word = 

The 
second word

occurrences The Dog Jumped Over Fox Total

fi
rs

t 
w

o
rd

The 0 0 0 0 0 0

Dog 0 0 0 0 0 0

Jumped 0 0 0 0 0 0

Over 0 0 0 0 0 0

Fox 0 0 0 0 0 0

Total 0 0 0 0 0 0

third word = 

The 
second word

occurrences The Dog Jumped Over Fox Total
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o
rd

The 0 0 0 0 0 0

Dog 0 0 0 0 0 0

Jumped 0 0 0 0 0 0

Over 0 0 0 0 0 0

Fox 0 0 0 0 0 0

Total 0 0 0 0 0 0

third word = 

Dog 
second word

occurrences The Dog Jumped Over Fox Total

fi
rs

t 
w

o
rd

The 0 0 0 0 0 0

Dog 0 0 0 0 0 0

Jumped 0 0 0 0 0 0

Over 0 0 0 0 0 0

Fox 0 0 0 0 0 0

Total 0 0 0 0 0 0

001) The dog jumped over the fox

002) The dog jumped over the fox

003) The dog jumped over the fox

004) The dog jumped over the fox

005) The dog jumped over the fox

.

096) The dog jumped over the fox

097) The dog jumped over the fox

098) The dog jumped over the fox

099) The dog jumped over the fox

100) The dog jumped over the fox
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What is a language model?

• A model, which calculates P(word | previous words)

• Now let's use two previous words as the context

− A large body of text is analyzed and the number of occurrences of each word sequence of length 3 (3-gram) is 

recorded

third word = Jumped 

Supervised Machine Learning
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third word = 

The 
second word

occurrences The Dog Jumped Over Fox Total

fi
rs

t 
w

o
rd

The 0 0 0 0 0 0

Dog 0 0 0 0 0 0

Jumped 0 0 0 0 0 0

Over 0 0 0 0 0 0

Fox 0 0 0 0 0 0

Total 0 0 0 0 0 0

third word = 

The 
second word

occurrences The Dog Jumped Over Fox Total

fi
rs

t 
w

o
rd

The 0 0 0 0 0 0

Dog 0 0 0 0 0 0

Jumped 0 0 0 0 0 0

Over 0 0 0 0 0 0

Fox 0 0 0 0 0 0

Total 0 0 0 0 0 0

third word = 

Jumped 
second word

occurrences The Dog Jumped Over Fox Total

fi
rs

t 
w

o
rd

The 0 100 0 0 0 100

Dog 0 0 0 0 0 0

Jumped 0 0 0 0 0 0

Over 0 0 0 0 0 0

Fox 0 0 0 0 0 0

Total 0 100 0 0 0 100

001) The dog jumped over the fox

002) The dog jumped over the fox

003) The dog jumped over the fox

004) The dog jumped over the fox

005) The dog jumped over the fox

.

096) The dog jumped over the fox

097) The dog jumped over the fox

098) The dog jumped over the fox

099) The dog jumped over the fox

100) The dog jumped over the fox
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What is a language model?

• A model, which calculates P(word | previous words)

• Now let's use two previous words as the context

− A large body of text is analyzed and the number of occurrences of each word sequence of length 3 (3-gram) is 

recorded

third word = Over 

Supervised Machine Learning
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third word = 

The 
second word

occurrences The Dog Jumped Over Fox Total

fi
rs

t 
w

o
rd

The 0 0 0 0 0 0

Dog 0 0 0 0 0 0

Jumped 0 0 0 0 0 0

Over 0 0 0 0 0 0

Fox 0 0 0 0 0 0

Total 0 0 0 0 0 0

third word = 

Over 
second word

occurrences The Dog Jumped Over Fox Total

fi
rs

t 
w

o
rd

The 0 0 0 0 0 0

Dog 0 0 100 0 0 100

Jumped 0 0 0 0 0 0

Over 0 0 0 0 0 0

Fox 0 0 0 0 0 0

Total 0 0 100 0 0 100

001) The dog jumped over the fox

002) The dog jumped over the fox

003) The dog jumped over the fox

004) The dog jumped over the fox

005) The dog jumped over the fox

.

096) The dog jumped over the fox

097) The dog jumped over the fox

098) The dog jumped over the fox

099) The dog jumped over the fox

100) The dog jumped over the fox
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What is a language model?

• A model, which calculates P(word | previous words)

• Now let's use two previous words as the context

− A large body of text is analyzed and the number of occurrences of each word sequence of length 3 (3-gram) is 

recorded

third word = Fox 
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third word = 

Fox 
second word

occurrences The Dog Jumped Over Fox Total

fi
rs

t 
w

o
rd

The 0 0 0 0 0 0

Dog 0 0 0 0 0 0

Jumped 0 0 0 0 0 0

Over 100 0 0 0 0 100

Fox 0 0 0 0 0 0

Total 100 0 0 0 0 100

001) The dog jumped over the fox

002) The dog jumped over the fox

003) The dog jumped over the fox

004) The dog jumped over the fox

005) The dog jumped over the fox

.

096) The dog jumped over the fox

097) The dog jumped over the fox

098) The dog jumped over the fox

099) The dog jumped over the fox

100) The dog jumped over the fox
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What is a language model?

• A model, which calculates P(word | previous words)

• Now we can let the model predict the next word! Let's say the first two words are Dog Jumped

− Hence, only that part of the frequency table is needed

third word = The

Supervised Machine Learning
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third word = 

The 
second word

occurrences The Dog Jumped Over Fox Total

fi
rs

t 
w

o
rd

The 0 0 0 0 0 0

Dog 0 0 0 0 0 0

Jumped 0 0 0 0 0 0

Over 0 0 0 0 0 0

Fox 0 0 0 0 0 0

Total 0 0 0 0 0 0

third word = 

The 
second word

occurrences The Dog Jumped Over Fox Total

fi
rs

t 
w

o
rd

The 0 0 0 0 0 0

Dog 0 0 0 0 0 0

Jumped 0 0 0 0 0 0

Over 0 0 0 0 0 0

Fox 0 0 0 0 0 0

Total 0 0 0 0 0 0

third word = 

The 
second word

occurrences The Dog Jumped Over Fox Total

fi
rs

t 
w

o
rd

The 0 0 0 0 0 0

Dog 0 0 0 0 0 0

Jumped 0 0 0 0 0 0

Over 0 0 0 0 0 0

Fox 0 0 0 0 0 0

Total 0 0 0 0 0 0

third word = 

The 
second word

occurrences The Dog Jumped Over Fox Total

fi
rs

t 
w

o
rd

The 0 0 0 0 0 0

Dog 0 0 0 0 0 0

Jumped 0 0 0 0 0 0

Over 0 0 0 0 0 0

Fox 0 0 0 0 0 0

Total 0 0 0 0 0 0

third word = 

The 
second word

occurrences The Dog Jumped Over Fox Total

fi
rs

t 
w

o
rd

The

Dog 0

Jumped

Over

Fox

Total

001) The dog jumped over the fox

002) The dog jumped over the fox

003) The dog jumped over the fox

004) The dog jumped over the fox

005) The dog jumped over the fox

.

096) The dog jumped over the fox

097) The dog jumped over the fox

098) The dog jumped over the fox

099) The dog jumped over the fox

100) The dog jumped over the fox
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What is a language model?

• A model, which calculates P(word | previous words)

• Now we can let the model predict the next word! Let's say the first two words are Dog Jumped

− Hence, only that part of the frequency table is needed

third word = Dog

Supervised Machine Learning

43

third word = 

The 
second word

occurrences The Dog Jumped Over Fox Total

fi
rs

t 
w

o
rd

The 0 0 0 0 0 0

Dog 0 0 0 0 0 0

Jumped 0 0 0 0 0 0

Over 0 0 0 0 0 0

Fox 0 0 0 0 0 0

Total 0 0 0 0 0 0

third word = 

The 
second word

occurrences The Dog Jumped Over Fox Total

fi
rs

t 
w

o
rd

The 0 0 0 0 0 0

Dog 0 0 0 0 0 0

Jumped 0 0 0 0 0 0

Over 0 0 0 0 0 0

Fox 0 0 0 0 0 0

Total 0 0 0 0 0 0

third word = 

The 
second word

occurrences The Dog Jumped Over Fox Total

fi
rs

t 
w

o
rd

The 0 0 0 0 0 0

Dog 0 0 0 0 0 0

Jumped 0 0 0 0 0 0

Over 0 0 0 0 0 0

Fox 0 0 0 0 0 0

Total 0 0 0 0 0 0

third word = 

Dog 
second word

occurrences The Dog Jumped Over Fox Total

fi
rs

t 
w

o
rd

The

Dog 0

Jumped

Over

Fox

Total

001) The dog jumped over the fox

002) The dog jumped over the fox

003) The dog jumped over the fox

004) The dog jumped over the fox

005) The dog jumped over the fox

.

096) The dog jumped over the fox

097) The dog jumped over the fox

098) The dog jumped over the fox

099) The dog jumped over the fox

100) The dog jumped over the fox
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What is a language model?

• A model, which calculates P(word | previous words)

• Now we can let the model predict the next word! Let's say the first two words are Dog Jumped

− Hence, only that part of the frequency table is needed

third word = Jumped 

Supervised Machine Learning
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third word = 

The 
second word

occurrences The Dog Jumped Over Fox Total

fi
rs

t 
w

o
rd

The 0 0 0 0 0 0

Dog 0 0 0 0 0 0

Jumped 0 0 0 0 0 0

Over 0 0 0 0 0 0

Fox 0 0 0 0 0 0

Total 0 0 0 0 0 0

third word = 

The 
second word

occurrences The Dog Jumped Over Fox Total

fi
rs

t 
w

o
rd

The 0 0 0 0 0 0

Dog 0 0 0 0 0 0

Jumped 0 0 0 0 0 0

Over 0 0 0 0 0 0

Fox 0 0 0 0 0 0

Total 0 0 0 0 0 0

third word = 

Jumped 
second word

occurrences The Dog Jumped Over Fox Total

fi
rs

t 
w

o
rd

The

Dog 0

Jumped

Over

Fox

Total

001) The dog jumped over the fox

002) The dog jumped over the fox

003) The dog jumped over the fox

004) The dog jumped over the fox

005) The dog jumped over the fox

.

096) The dog jumped over the fox

097) The dog jumped over the fox

098) The dog jumped over the fox

099) The dog jumped over the fox

100) The dog jumped over the fox
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What is a language model?

• A model, which calculates P(word | previous words)

• Now we can let the model predict the next word! Let's say the first two words are Dog Jumped

− Hence, only that part of the frequency table is needed

third word = Over 

Supervised Machine Learning
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third word = 

The 
second word

occurrences The Dog Jumped Over Fox Total

fi
rs

t 
w

o
rd

The 0 0 0 0 0 0

Dog 0 0 0 0 0 0

Jumped 0 0 0 0 0 0

Over 0 0 0 0 0 0

Fox 0 0 0 0 0 0

Total 0 0 0 0 0 0

third word = 

Over 
second word

occurrences The Dog Jumped Over Fox Total

fi
rs

t 
w

o
rd

The

Dog 100

Jumped

Over

Fox

Total

001) The dog jumped over the fox

002) The dog jumped over the fox

003) The dog jumped over the fox

004) The dog jumped over the fox

005) The dog jumped over the fox

.

096) The dog jumped over the fox

097) The dog jumped over the fox

098) The dog jumped over the fox

099) The dog jumped over the fox

100) The dog jumped over the fox
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What is a language model?

• A model, which calculates P(word | previous words)

• Now we can let the model predict the next word! Let's say the first two words are Dog Jumped

− Hence, only that part of the frequency table is needed

third word = Fox 

Supervised Machine Learning
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third word = 

Fox 
second word

occurrences The Dog Jumped Over Fox Total

fi
rs

t 
w

o
rd

The

Dog 0

Jumped

Over

Fox

Total

001) The dog jumped over the fox

002) The dog jumped over the fox

003) The dog jumped over the fox

004) The dog jumped over the fox

005) The dog jumped over the fox

.

096) The dog jumped over the fox

097) The dog jumped over the fox

098) The dog jumped over the fox

099) The dog jumped over the fox

100) The dog jumped over the fox
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What is a language model?

• A model, which calculates P(word | previous words)

• Clearly this is a very simple example

• Only five words in the dictionary

The, Dog, Jumped, Over, Fox

• Only one sentence 100 times in the training data

− The dog jumped over the fox →

Supervised Machine Learning
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001) The dog jumped over the fox

002) The dog jumped over the fox

003) The dog jumped over the fox

004) The dog jumped over the fox

005) The dog jumped over the fox

.

096) The dog jumped over the fox

097) The dog jumped over the fox

098) The dog jumped over the fox

099) The dog jumped over the fox

100) The dog jumped over the fox

Hence, the estimated

probabilities are not

representative of anything ☺

We need more and better training data!
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What is a language model?

• Curse of dimensionality

• Oxford English Dictionary estimates that 

there are around 200,000 English words in 

use

• Assume you want 5 occurrences per word,

and all words a uniformly used

− 1 Million words (106) are needed for 

training a 1-gram (about 10 books)

Supervised Machine Learning
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10 books needed for 1-gram

100 books needed for 2-gram

1000 books needed for 3-gram

10’000 books needed for 4-gram

100’000 books needed for 5-gram

1
0
 b

o
o
k
s

1
0
 b

o
o
k
s

The context is 2 “previous words”, i.e., we 

calculated the probability of every 

combination of 3 words, the so called 3-gram

The context was 1 “previous word”, i.e., we 

calculated the probability of every 

combination of 2 words, the so called 2-gram

10 books

10 books



ICAI Interdisciplinary Center for Artificial Intelligence 

What is a language model?

Supervised Machine Learning

49

GPT 4 uses ~3000-gram, i.e., would 

need about 103000 books for training 

> 

It is estimated that there are about 

1082 atoms in the known universe

129’864’880 books are needed to 

train an 8-gram – i.e., a context of 7 

words to predict the next word 

P(word8|word1,word2,word3,word4,word5,word6,word7)
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What is a language model?

Supervised Machine Learning

50

GPT 4 uses 

~3000-gram, i.e., would 

need about 103000 books 

for training 

→ Attention, the 

fundamental concept 

behind Transformers, →

is the solution to the 

curse of dimensionality

.



State-of-the-art: GPT-4
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• GPT-4 has ~1.70*1012 parameters

• ~200 parameters

per human on earth

• Humans have

• ~86*109 neurons

• ~100*1012 connections

• Human > 50GPT-4 ☺

• GPT-5?

• Note that we might be running out of

data to train AI models with …

.



Industrial Applications of Artificial Intelligence

• ICAI Research & Development

A C T G
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Deep Learning for ECG Analysis
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ML for Injection Moulding Control
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ML for Injection Moulding Control
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ML for Injection Moulding Control

◼ Internal signals were used to train ML model to 

predict quality data 

◼ Trained model was able to predict the mass, the 

length and the width with surprising precision

STD-Error 𝝈 𝑪𝑽 =
𝝈

𝝁 
in %

Masse 0.009     g 0.03%

Länge 0.017 mm 0.02%

Breite 0.014 mm 0.02%

Lippen-

abstand
0.032 mm 1.38%



VR Helicopter Simulator

• Loft Dynamics

• More than 2/3 of the engineering team 

was educated at the ICAI

• CTO former ICAI engineer
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AI based Condition Monitoring using Drones
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AI based Condition Monitoring using Drones
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AI based Condition Monitoring using Drones



Quo 

Vadis?

63
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Quo Vadis?

ICAI Interdisciplinary Center for Artificial Intelligence65

Within one year (22→23), all AI experts now think, 

that most tasks will be automated by AI earlier!



Robots (manual labor) versus AI (intellectual labor)
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Robots
- hardware

- slow to evolve

- expensive

- local

- do not scale

AI
- software

- fast to evolve

- cheap

- global

- scales well

B
ra

in

AI is the software brain

of the hardware robot



Opportunities

• If you provide goods & services which require manual labor

• For example, you are a carpenter

• Robots will not replace you any time soon

− Robots are power hungry, expensive, fragile and not very flexible

• AI will help you to automate your administrative tasks

− More time for the things you love

• Use the AI tools that will be offered in Microsoft 365 

• Since you are using these tools anyway,

learn to use them with the new Microsoft Copilot
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Threats

• If you provide services which are digital

• For example, you are a graphic artist

• Think of your work as a collection of task

− AI will help you to be much more efficient at many tasks

− Creating/Editing a new text, image, song, video

− Designing a marketing campaign, …

− People will become significantly more productive

− Higher productivity means less people for the same 
amount of work and/or better/more work with the same 
number of people

− AI will not replace people,
people using AI will replace people which do not use AI

• There are still many interpersonal task, where AI will 
have no impact – make sure you are good at them!

− Talking to your customers and collaborators

− Negotiating a good deal

− Creating strong relationships based on trust
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Questions?

“Productivity is not everything,
but in the long run, 
it's almost everything”
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• Abschluss: Certificate of Advanced Studies in Artificial Intelligence

• Schwerpunkte: AI-Grundlagen, Business Anwendungen, Eigener Case

• Nutzen:  Sie verstehen die technischen und wirtschaftlichen AI- 

   Grundlagen und erwerben die Kompetenzen, eine AI- 

   Führungsrolle zu übernehmen

• Dauer:  12 Präsenztage

• Kosten:  9900 CHF → inklusiv Unterrichtsmaterial (Bücher & PPT)

• Zulassung: Anerkannter Tertiärabschluss, mehrjährige qualifizierte 

   Berufserfahrung, Tätigkeit in einem entsprechenden  

   Arbeitsfeld, gute Englischkenntnisse, «sur dossier»

• Ort:  Campus Rapperswil-Jona

• Durchführung: Herbst 2025

CAS AI
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